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Materials and M ethods

The EXP dataset and its analyses
Wild type cysteine dioxygenase (CDO) was purified andtalyzed as described previously (9).

The crystals are of space groug®2 with a=b=57.64 A, c=122.41 A. The data were collected
from a single crystal soaked in 100 mM cysteine as beforenit) a variation being that the
soak and flash freezing were done in an anaerobic chantidafaset was collected at
Beamline 5.0.1 at the Advanced Light Source (Lawrence Bsriéational Laboratory), and
included 218 contiguous 1°-frames. Data were processbdXiiS (23, 24) (version 12-Dec-
2010), using default parameters. For obtaining thg:8”&lues, a separate program HIRESCUT
was written; we note that the output file of the program SCA&ncludes the Cg; statistic
under the name CC_Imean. &f and CG.. were calculated using sftools (23). Data statistics
for the EXP dataset based on 1.8 A (which would have been chosen basedesr standard

criteria) and 1.42 A resolution cutoffs are presented ineTah.

For refinement, a fully-automated protocol was carriedugiig Phenix.refine (2%yersion
1.7.1) at each of the six resolution cutoffs tested. The ibiee used is validated in that its
application to the PDB 3ELN dataset yielded a model wjiiiR:~0.148/0.172, having both
lower Rree and less overfitting (i.e. a highegdg) than the published refinement (9). All
refinements began with the protein and solvent coorditakes from the unliganded CDO
structure (PDB entry 2B5H) with five active site waters (58481, 651, 668, and 758) replaced
by the cysteine persulfenate atoms taken from PDB entriN3Bldrogen atom positions were
constructed, and an isotropic refinement run was firstechout using Phenix.refine with
identification and update of a solvent model. This reqyhiodel is referred to as the isotropic
refined model. This model was then submitted to anisotrefimement with solvent update and
real-space identification of the best-fitting sidechaitamers. Anisotropic refinement at high-
resolution cutoffs better than 2.0 A resulted in valuesyef Bwer by 0.5% to 2%, compared to
the isotropic refinement. For the 2 A refinements, the ipatn@finement always gave the
lowest Ree Values. Table S2 gives thedk/Rsee Values for the refinements carried out at the
resolutions tested, as well as select values {gi/Riee against data truncated at a lower
resolution than that at which the refinement was carriedGartsistently, comparison of these
Rwork/Riree Values shows improvement ofd2and reduction of the R-Ruwork gap for a model

that was refined at higher resolution.



The simulated (S M) dataset and its analyses

Synthetic data frames were generated by the SIM_MX pno@?8), which simulates, using a
set of input intensities, a diffraction experiment charazd by crystal and beam properties,
geometry, background noise and counting statistics. The imjemsities were calculated from
the 3ELN model in spacegroup4® (a=b=57.52A, c=122.19A), using anisotropic atoms,
added hydrogen atoms and a solvent model; they providedairnulated dataset a perfect
‘true’ reference datasethe frames were processed using XDS (23, 24), givin§lthledataset.
Data statistics for th8l M dataset based on 1.6 A (which would have been chosen based on
current standard criteria) and 1.42 A resolution cutoispaesented in Table S3. A second
simulated datasetSIMstrong — was created using input intensities that were 15-fol@targ
This provided a reference dataset against w8idh could be compared that is analogous to
comparing the&eXP data with 3ELN.

Refinements of models against tBié/l data were carried out exactly as were those against the
EXP data, and the Rw/Rsee Values for the refinements are presented in Table S4. Figure S
(panels A-E) provides for tHél M dataset the results equivalent to what Figures 1 throu§h 4 o

the main text provide for tHeEXP dataset.

One notable deviation of the results using$hd data from those with theEXP data is that
CCuork and CGee are both much closer to CC* in the resolution range belowt@sul. We
believe this occurs because the intensities of the syntiettiset were computed from a single
perfectly defined molecular model with flat bulk solvent] ao they can be very well fit by the
single model used in the refinement. In contrastElKP data are derived from a real crystal
which will include many features (such as unmodelled boilkesit and complex molecular
disorder involving backbone and sidechain alternativéocorations and motions) not well

accounted for by a single refined model.



Retrospective analyses of two published structures

To further confirm that the behaviours shown here for i Bnd SIM datasets are not related
to any unique property of that crystal form, we selected tamgies from the literature that (1)
were recently published, (2) were carried out by a higkperienced research group, (3) had
been analyzed at medium resolution, (4) had the raw diffrarhages publically available, and
(5) had data extending beyond the published resolutiofff thiéd were relatively complete.
Furthermore, to confirm that high redundancy is not reqdoethe CG, statistic to be useful,
we chose one of the examples to be a low symmetry spaceltaoung a dataset with lower (3-
4 fold) redundancy. The two data sets analyzed have diffgpact groups (Table S5) and were
simply the first two datasets we found that fulfilled theadbcriteria; both were reported in a
single study (27). The raw diffraction images from the CefioreBtructural Genomics of
Infectious Diseases archive (http://csgid.org/csgidfeweprocessed using XDS. For controlled
comparisons, we carried out refinements using a commaocotat the published resolution
cutoff and at extended resolution cutoffs. For the refimsall solvent molecules were
removed from the PDB file, ligand CIF files were producedh\Wihenix.ready_set (25) and
Phenix.refine was run with the options “ordered_solven&=tr
strategy=individual_sites+individual_adp+tls fix_aoters=true.” For PDB entry 3E4F, 16 TLS
groups were defined by Phenix.find_tls_groups; for PDBye3MlOS, one TLS group was used
per chain. For each case, three resolution cutoffs vesm: that from the original publication,
and those having Gg-values in the 0.4-0.5 and the 0.1-0.2 ranges. As reported in $abie
both cases the phenix refinement protocol is validatedyssdis R-factors comparable to those
published. Regarding the resolution extension, paired Rffaomparisons show that the models
refined against data to the higher resolution limits aggawed. Including the data out to near
CCy2=0.1-0.2 lowers R and improves the R/Ruork differential (Rree Rwork) at the published
resolution cutoff by 0.25% for the 3E4F case and by 0.77%&8KNO0S case.



Options and commands for refinement and analysis

a) Phenix.ready_set and Phenix.elbow were used forgtgidrogens to the protein model, and to obtain
CIF files for ligands.

b) For isotropic EXP or SIM refinement, Phenix.refine apgiavere as follows:

“ordered_solvent=true xray data.high resolution=... ‘.

For anisotropic EXP or SIM refinement, additional optiorsev
“ordered_solvent.new_solvent=anisotropic

adp.individual.anisotropic="not element H" fix_ro tamers=True ".

We did not deviate from other phenix.refine defaults. Ini@aer, the number of phenix.refine macro
cycles was not changed from its default of 3, and no spegifimization of weights was performed.

c¢) for obtaining R values at a lower resolution than thatréch the model was refined, we used the
phenix.refine options as follows:
“main.number_of macro_cycles=1 strategy=None fix_r otamers=False

ordered_solvent=False xray_data.high_resolution=. L

d) sftools commands for calculating G CGiecat 1.42A are as follows:

# first read mtz file with experimental data, this has a column “IOBS”
# second read mtz file written by phenix.refine; th is has a column “F-
model”.

Then create Fvalues for the model:

calc col F-modelsq = col F-model col F-model *

Then calculate Cger

select only col R-free-flags > 0

correl col IOBS F-modelsq SHELLS 14 RESOLUTION 999 1.42
Then calculate Cfee

select only col R-free-flags = 0
correl col IOBS F-modelsq SHELLS 14 RESOLUTION 999 1.42



Supplementary Text

Derivation of the CC* versus CCy, relationship

To calculate the intra-dataset correlation coefficient/£> e measurements belonging to each
unique reflection of the experimental dataset are randasdigned to two half-datasets. This
assignment is only performed for those unique reflectidislwhave at least two measurements.
If the number of available measurements is even, each &talet receives half of the
measurements; if it is odd, a randomly chosen half-datat®hslthe extra measurement.

Next, within each half-dataset, the average intensity @ulzked for each unique reflection. We
thus obtain two half-datasets with intensitigarid b.

Using acute brackets to denote averages taken over theeuaftgctions in a given resolution
bin, we can now consider the following quantities defifegdan, in principle, infinitely large

population of measurements:

[13 ” H H 2
J-—<JI>= . “true” measuremds with mean zero and variance;,

. . . 2
€1 : independenérrors withmean zero and variancé;

. . . 2
€2 : independenerrors withmean zero and variancé;

We assume that the variance¢péquals that of,, and that &1, ande, aremutually
independent. Now, considef 4 <li>:=y; =7+ ¢; and b—<l>:=y, = 7 + &. Then bothy;
and y, have meanzero and variance?; + 0 . The correlation betweewy andy; is givenby:
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From the above follows that

2 _2(Uf+af/2)_1+af+af_1+ 1
= e =

[CCtrue] 2 Jrz 0} CC1/ 2




which yields

CGe= otz
1+CG,

Provided thesample size idarge, his relationship will be approximately fulfilled rfaa

sampledrawn from the population.

. 2CC - .
Thus we can consid CC* = # , Wwhen calculated for a finite sample, as an eséma
1/2

of CCtrue .
Systematic errors may invalidate one or more og®imptions of independence®ts, and
g2. We note that, depending on their type, systensatimrs will often increase, and in some cases

decrease, CC* relative to G For example, an increase of CC* over,G@vould result if ¢

and e have the same sign, for significantly more thalh dfathe reflections.
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Figure S1. Highest resolution shell statistics for recently determined protein structures.
Histograms are based on all structures in the Pr&tata Bank (PDB) (28with a 2010
deposition date. (A) Histogram of the highest regoh shell R.ergevalues in 4,304 structures
with a value reported in the PDB entry. Of thess#ohave Rerge< 0.80 in the highest
resolution shell. (B) Histogram of the highest tation shell<! /6(! )> values in 4,193
structures with a value reported in the PDB enfythese, 91% have! /6(!)> > 1.5 in the
highest resolution shell.
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Figure S2. Dataset signal as a function of resolution as seen in isomor phous difference

electron density maps. Plotted is the relative signal present as a fonatif resolution in
difference maps based on tBXP (black circles) an®l M (blue open circles) datasets. Signal is
measured as electron density peak heights in stdéaiations, with 100% for each dataset
being defined as the tallest peak height obtaimedng the maps calculated at the resolutions
indicated. In both cases the highest peak heighiroed for the 1.42 A resolution map. The
results show that signal is present strongly odt$oA resolution, with a small further increase
between 1.5 and 1.42 A. The isomorphous differéimeier maps were calculated between the
EXP or SIM dataset and a 1.5 A resolution refined model fdiganded CDO (PDB 2B5H [9]).
Since the phases for these maps come from theamalégl structure, the maps are unbiased with
regard to the electron density signal for the ladyand differ only in the high resolution cutoff of
the experimental data. All difference maps werewated on the same grid, and show the
largest peak associated with a 0.5 A shift in tttéva site iron.
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Figure S3. The SIM dataset behavior qualitatively matchesthat of the EXP dataset. (A) The
same as Figure 1, but for tBEM dataset. For each incremental step of resolutmm X->Y

(top legend), the pair of bars gives the changes@mall Ry« (blue) and Ree (red) for the
model refined at resolution Y with respect to thtmethe model refined at resolution X, with
both R values calculated at resolution X. (B) Samn&igure 2, but for th8l M dataset. Reas
(squares) and &, (circles) are compared with,Rx (blue) and Ree (red) from 1.42 A resolution
refinements. €/o(1)> (grey) is also plotted. Inset is a close-uphef plot beyond 2 A
resolution. (C) Same as Figure 3, but for &hiel dataset. Plotted as a function of resolution are
CCy2 (open diamonds), Cfor SIM compared with the underlying true dataset from WwisidV
was generated (X’s), CC f&M compared with a related simulated dataset but abthut 15-
fold higher intensity (open triangles), andl/s(1)> (grey). The latter CC is equivalent to the
comparison oEXP with 3ELN shown in Figure 3. (D) Same as Figure Bt for theSIM
dataset. Plotted is the analytical relationshim(&) between C(; and CC* (black curve). Also
roughly following the CC* curve are the CC values$I M data comparisons as defined in
panel C (X’'s and open triangles). (E) Same as Eig@, but for thé&SIM dataset. Plotted as a
function of resolution are CC* (black), and & (blue dashed) and G& (red dashed) from
the 1.42 A refinement, as well as G (blue dotted) and Gfe. (red dotted) for the refined
model against the underlying true dataset from WwBIéM was generated.
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Figure S4. CCwork and CCfreein the high resolution shell of recent structuresasan
indicator of CC*. 2,524 X-ray structures deposited in 2010 and fieed in the PDB_REDO
project (29)were used to calculate G&xk (blue bars) and Cfee (red bars). Since PDB_REDO
uses state-of-the-art algorithms and avoids oviadit CG,ork can be expected to be a reliable
lower-bound estimate for CC*. Of the depositedctites, 90% have a highest resolution bin
with CCuork > 0.85, proving that currently used high-resoluttomoffs are too conservative and
discard many reflections that would enhance modal@cy.
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Table S1: Data statistics for the EXP and 3EL N datasets®

EXP 3ELN*
Resolution (A) 40 - 1.80 (1.86-1.80)  40-1.42 (11482)  20-1.42 (1.44-1.42)
Unique reflections 19874 (1929) 39483 (2494) 396h9
Rmeas 0.109 (0.612) 0.148 (4.378) 0.095 (0.86)
Rpim 0.027 (0.148) 0.038 (2.182) 0.043 (0.365)
CCy2 outer shell; # pairs 0.975 ; n=1929 0.088; n=2101 -
<T/lo(T)> 44.9 (7.8) 23.1 (0.28) 40.3 (3.0)
Completeness (%) 100.0 (100.0) 99.7 (96.3) 1000.Q
Multiplicity 17.1 (17.0) 13.8 (3.3) 37.5(22.9)

for reference, statistics are also shown herehi@istrong 3ELN reference dataset taken from
Simmonset al. (7) and which diffracts to 1.42 A by conventiostdndards. For these data,C
is not available and Ryq.ris reported in place of g,
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Table S2: Refinement statisticsfor the EXP dataset
Overall Ry« / Riree Values for isotropic refinements®

High-resolution High-resolution limit for refinement (A)
limit for R value
Calculation (A) 20 19 1.8 17 1.6 15 1.42
20 0.1621/ 0.1583/ - - - - 0.1646/
0.1988 0.1954 0.1909
1.9 - 0.1581/ 0.1619/ - - - 0.1643/
0.1968 0.1916 0.1878
18 - - 0.1653/  0.1668/ - - 0.1678/
0.1967 0.1936 0.1918
17 - - - 0.1724/  0.1729/ - 0.1714/
0.2014 0.2001 0.1975
1.6 - - - - 0.1828/  0.1781/ 0.1787/
0.2092 0.2083 0.2045
15 - - - - - 0.1877/ 0.1877/
0.2168 0.2127
142 - - - - - - 0.1996/
0.2230

Overall Rk and Ry for anisotropic refi nements’

20 0.1430/ 0.1396/ - - - - 0.1410/
0.2004 0.1931 0.1761

1.9 - 0.1380/ 0.1362/ - - - 0.1388/
0.1915 0.1863 0.1715

18 - - 0.1375/ 0.1411/ - - 0.1401/
0.1906 0.1819 0.1747

17 - - - 0.1466/ 0.1419/ - 0.1419/
0.1902 0.1852 0.1801

16 - - - - 0.1509/ 0.1476/ 0.1491/
0.1943 0.1889 0.1884

15 - - - - - 0.1573/ 0.1582/
0.1986 0.1981

142 - - - - - - 0.1701/
0.2085%

2The rms deviations from ideality are 0.015 to @.@lfor bond lengths and 1.5 to 1.6° for bond asglith a
systematic trend that the models refined at higesolution have better ideality.

® The rms deviations from ideality are 0.014 to 6.@1for bond lengths and 1.39 to 1.5° for bond aagWith a
systematic trend that the models refined at higesolution have better ideality.

® The CGondCCiree in the highest resolution shéll.46-1.424) are 0.382/0.212 .
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Table S3: Data statistics for the SIM dataset

Resolution (A) 100-1.6 (1.66-1.60)
Unique reflections 27821 (2706)
Rmeas 0.027 (0.718)
Rpim 0.0007 (0.195)
CCy, outer shell; # pairs 0.893; n=2701
<T/o(T)> 79.9 (4.4)
Completeness (%) 100.0 (100.0)
Multiplicity 16.9 (14.2)

100-1.42 (1.462)
38352 (2145)
0.034 (3.128)
0.009 (1.176)
0.159; n=1942
57.7 (0.6)
97.4 (79.8)

14.6 (6.1)
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Table $4: Refinement statisticsfor the SIM dataset
Overall Ry and Ry for isotropic refinement?®

High-resolution limit High-resolution limit for refinement (A)
for R value
calculation (A) 20 19 18 17 16 15 142

2.0 0.1282/ 0.1237/ - - - - 0.1178/
0.1537 0.1481 0.1339

19 - 0.1248/ 0.1241/ - - - 0.1179/
0.1488 0.1422 0.1334

1.8 - - 0.1253/  0.1225/ - - 0.1190/
0.1445 0.1388 0.1352

17 - - - 0.1244/  0.1225/ - 0.1207/
0.1428 0.1400 0.1373

1.6 - - - - 0.1250/  0.1225/ 0.1234/
0.1433 0.1435 0.1409

15 - - - - - 0.1282/ 0.1291/
0.1475 0.1451

1.42 - - - - - - 0.1370/
0.1527

Overall Ry and Ry for anisotropic refi nement®

2.0 0.1105/ 0.1060/ - - - - 0.0906/
0.1790 0.1610 0.1151

19 - 0.1065/ 0.0988/ - - - 0.0895/
0.1622 0.1321 0.1143

1.8 - - 0.0991/  0.1008/ - - 0.0886/
0.1339 0.1304 0.1145

1.7 - - - 0.1015/  0.0969/ - 0.0889/
0.1334 0.1242 0.1166

1.6 - - - - 0.0980/  0.0883/ 0.0905/
0.1262 0.1193 0.1195

15 - - - - - 0.0934/ 0.0954/
0.1239 0.1236

1.42 - - - - - - 0.1037/
0.132f

2The rms deviations from ideality are 0.015 to 8.@lfor bond lengths and 1.55 to 1.62° for bondlesigwith a
systematic trend that the models refined at highsolution have better ideality.

® The rms deviations from ideality are 0.013 to 6.@1for bond lengths and 1.37 to 1.53° for bondlesgwith no
systematic trends with resolution.

°® The CG.ond CCiree in the highest resolution shell (1.46-1.42 A) @r462/0.470 .
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Table S5. Data quality and paired refinement statistics for extending theresolution limits
of two medium resolution structures from theliterature®

PDB code 3E4F 3NOS
Crystal form P212121 (a=36.31,b=108.05,c=132.81) P21 (a=72.04,b=109.44,c=74.05,3=111.86)
Data source Published Reprocessed Published Reprocessed
Resolution range (A) ~ 50-2.0 50-2.0 50-1.8 50-1.7 50-2.15 50-2.15 50-2.0 50-1.85
Outer shell (A) 203-20 20320 18318 17317 219-215 219-215 2.04-20  1.89-1.85
Multiplicity 8.1 7.9 5.0 35 2.8 4.2 4.3 4.2
Completeness (%) 100 100.0 99.9 93.4 95.9 99.1 99.2 98.7
Rmerge 0.496 0.534 1.490 2.656 0.487 0.689 1.133 2.338
<lio(1)> 4.5 4.0 0.9 04 1.9 25 15 0.7
CCipz2 ; # pairs - 0.909 0.393 0.166 0.708 0.491 0.194
(1787) (2376) (2469) (3259) (3823) (4822)
Ruwork 0.172 0.1675 0.1781 0.1932 0.174 0.1679 0.1784 0.1935
Riree 0.226 0.2040 0.2122 0.2227 0.228 0.2194 0.2252 0.2365
ARwork pair® - -0.0004  +0.0011 +0.0008 +0.0008
ARiree pair® - -0.0010  -0.0015 -0.0038 -0.0069
rmsd bonds 0.017 0.012 0.012 0.012 0.021 0.015 0.014 0.014
rmsd angles 1.7 1.4 1.4 1.4 1.7 1.6 1.6 1.6

4 Published values are taken from Klimeekal. (27). For selection criteria and analysis protecske Materials

and Methods.

® EachAR reports the change compared with the refinemené @b the published resolution limit when calcudaae

that same resolution limit.
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